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© Jddn DDN an Open-Source Driven Company JATA COMPANY

Lustre Open-Source Parallel FRile system (OpenSFS)

Lustre Contributions by Release Lines of Code Lustre 2.15

r/\/_’\/\ -

18. 21. 22. 23. 4. 25. 6. 7. 8. 29 210 1. 212 213. 214. 215, 216*

SuSE /

e Developers ssmOrganizations

Designed for HPC: data extension of the compute platform

OpenSFS provides overall directions and a forum for
discussion among users

DDN is the lead contributor to Lustre = Aicon phili Alcs -
Cornelis Networks ® DDN-Whamcloud = EMC = GS|

User meetings in Europe organized by EOFS AT .y . Sram

User meetings in Asia organized by DDN ® Linaro = Nvidia ORNL = Other
SUSE = Sanger = Seagate = Stanforc

N 2024



@ don EOS NVIDIA Flagship System

576 DXH: 4608 H100 GPU
NDR400 IB Compute and Storage

Storage:

48 AI400NVX2
EXAScaler 6
12 PBflash
4.3TB/s Read
3.1TB/s Write

DDN Hot node for Accelerated Al Training

EOS IS THE THIRD-GENERATION FLASGHIP DGX SUPERPOD



0O don HPC for science: Al a@

a BigScience initiative

Centre National de la Recherche Scientifique
BL' M
Jean Zay - World Class Al system

176B p

. 1000 000 GPU hours of

* IDRIS is driving excellence in
scientific research for modeling
and intensive numerical
computation which requires
seamless scaling and enterprise
resilience.

e Supplied as a service
infrastructure, this is next
generation class systems used for
the refinement of Al algorithms at
large scale.




o don DDN AT SCALE - DDN IN EUROPE « %325 EuroHPC
* *

DDN European Collaboration Framework
A - EuroHPC Infrastructures powered by DDN X

LEONARDO

Leonardo Meluxina Discoverer

B - EuroHPC Research Programs and DDN A
e EuroHPC design of next-Gen IO system
* Al-automated features extractions from Satellite Ima
*  Nuclear Fusion code optimization

e JULICH

FORSCHUNGSZENTRLM

C - DDN R&D Spending in Europe

o Significant portion of our WW turnover is spenton R&D == 7= . b | -
- 25 persons R&D in EU T° S e
. France focused on Software Platforms (@ ) ) A ﬁi N o7

© DDN 2023 R —



Why do we matter?



Oddn  Understanding Data at Scale: Commodity and
Scarcity

* 2025: Data acquisition devices are
ubiquitous

* 2025: Computing capabilities are ubiquitous

Annual Size of Global Datasphere

* 2025+: Data management at scaleis scarce

-
(=]
[

As computing is becoming a commodity, the
bottleneck to time-to-science has shifted from
compute to data management.

Sodrce; IDC Dara Age
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© don DDN Al400X3. NEXT-LEVEL Al DATA PLATFORM

NVIDIA is the launch customer for Al400X3 with multiple deployment
globally in 2025

70% Faster Al D

40% DataCer

N.0.0.0.0.0

PROVEN BY NVIDIA



O ddn spend is Large, Risks are High. How can Storage Help?: coran

A Storage System typically represents 5% of the 3 years
Capex & Opex budget of an Al system for Deep
Learning/LLM training

Large Al Supercomputer Capex + Opex

Datacenter,
Power &

|0 Wait and associated elements of the training process

ooling

can consume up to 43%?* of runtime

Networking

How can the efficiency architecture and consumption of
GPU/IPU/CPU

storage resources impact overall productive output of Infrastructure
this System?

2023



https://cs.stanford.edu/people/trippel/pubs/cpr-mlsys-21.pdf

Odon Power Consumption Breakdown (PUE=1.28) v

« Storage is only 3%, but can , Rower Lighting &Misc
- c Cooling Conversion & Facilities...
dramatically impact the (CDU/CRAH/chillers)  UPS
Py 12%
datacenter efficiency ottt
(mgmt/fans/overhe

« Fast DDN storage cuts down
the idle/waiting time for

GPUs creating more Networking
productive output from the =~ M¢5yitehe
datacenter
Accelerators
(GPUs)
60%

CPUs & DRAM
8%



o ddn DDN Enhances Data Center ROI and Profitability by 30%oneany

$linvestedin NVIDIA can translate $linvestedin NVIDIA and DDN can translate to $6.5in
to $5in CSP revenue over 4 years data center revenue over 4 years (a 30% increase)

Checkpoint

Model Load

I Data Load

Classical Computing ' {

Accelerated Computing

« Training = Dataload = Modelload w Checkpoint Accelerated Computing
© DDN 2024 0 ddn Full stack
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O ddn 10500: 10 patterns vs Storage Systems

* Brought visibility to our community
- 10 as part of the performance equation

* Brought transparency among solutions
o Mutualization of quantitative data across many sites

o Fact-Check vendors claims
DDN has been supporting the initiative this its inception: if thisis not in 10500, it's fishy

» Designed by performance experts
o> 0On many aspects 10500 is way better than Top500



0500 Home  About Steering Lists BoFs Rules Running Submission MNews Graphs Contact

YOU AREHERE  LISTS / SCZ3 | Production LIST

Production SC23 List Customize Download
? i w . R!? (!J Full Historical
Production 10 Node Production Research 10 Node Research

Ranking of production system submissions. This is a subset of the Full List of submissions, showing only one highest-scoring result per storage system. Submitters who want a
submission that is currently on the Research List to be on the Production List should contact the [0500 Steering Committee.

INFORMATION 10500
8 TOTAL BW 1 MD
STORAGE FILE SYSTEM CLIENT
BOF INSTITUTION SYSTEM CLIENT SCORE REPRO.
VENDOR TYPE NODES PROC. (GIB/S)  (KIOPYS)
o SC23 Argonne Mational Laboratory Aurora Intel DAOS 300 62,400 3216593 10,066.09 102,785.41 Q
o ISC23 EuroHPC-CINECA Leonardo DDN EXAScaler 2,000 16,000 648.96 807.12 52179 &
SuperMUC-NG-
e SC23 LRZ Phase?-EC Lenovo DAOS 90 6480 2,508.85 74290 847260 2
King Abdullah University of Science
o SC23 .4 Technology Shaheen lll HPE Lustre 2,080 16,640 797.04 709.52 89535 10
@ sc23 NemorialSloanKetering Cancer - jpyg WekalO WekalO 36 4248 30894 10479 91080 %
Japan Agency for Marine-Earth Earth Simulator
o SC23 Science and Technology 4 DDMN EXAScaler 10 320 101.88 48.19 21538 ﬂ



© don 10500 Design Principles

10500 is based on reproducibility of 'meaningful patterns'

Workload is an evolving landscape
o Designed for HPC workload

What used to matter can change
o High emphasis on Metadata

What's about I/O libraries?



© ddn From System Characterization to workloads Profiling

Mesures au Argone National Lab.

023

99% of time 10 system stressed less than 33% of its peak bandwidth
70% of time 10 system stressed less than 5% its peak bandwidth
0

Read
B scheduied mantenance Wre —— 4
scheduied maintenance retwork maintenancs
Xr storage mainienance 1
% | mssing data EatSoence project usage change control sysiem manterance
: N schedujed mantenance ad scheduied mantenance
]
-
2
C 5t

2 7R e Cate
“Understanding and Improving Computational Science Storage Access through Continuous Characterization”
PHILIP CARNS et al.

Argonne National Laboratory
2011, Journal Proceedings of 27th IEEE Conference on Mass Storage Systems and Technologies



0 don 10 Patterns of key Scientific Applications

What is a Meaningful Pattern? H PC I 0
ANALYSIS

*  Bottom-Up Approach

o Addressing the meaning full pattern question
o End-Users push data

* Perapplication approach

o Different settings of the same application generate different 10 patterns
Parallelism, Check-pointing

* Relies on Standard tool

oDarshan (Phil. Carnes, Argonne National Lab), de facto standard for I/O tracing
oAlternative tracing system exists, trace converters are welcomed (OTF2)



O ddn hpcioanalysis.zdv.uni-mainz.de COMPANY

HPCIO
ANALYSIS
* Presented at SC'23

-JGU Group: Prof. André Brinkmann , Nafiseh Moti, Marc-André A D M
Vef, Reza Salkhordeh I \ I—

EuroHPC initiative: |0-Sea + Admire

o) Phlllppe Deniel CEA s France malleable data solutions for HPC
oJesus Carretero, UCM3, Spain

- 5 ADAPTIVE MULTI-TIER INTELLIGENT
oPhilip Carns, Argonne National Lab., USA DATA MANAGER FOR EXASCALE

oDDN

Moti, N., Brinkmann, A., Vef, M. A., Deniel, P., Carretero, J., Carns, P., ... & Salkhordeh, R.

(2023, November). The I/O Trace Initiative: Building a Collaborative I/O Archive to Advance Q

HPC. In Proceedings of the SC'23 Workshops of The International Conference on High

Performance Computing, Network, Storage, and Analysis (pp. 1216-1222).

e o oo o q
10-S€EA

2024


https://salkhordeh.de/publication/trace-pdsw/trace-pdsw.pdf
https://salkhordeh.de/publication/trace-pdsw/trace-pdsw.pdf
https://salkhordeh.de/publication/trace-pdsw/trace-pdsw.pdf
https://salkhordeh.de/publication/trace-pdsw/trace-pdsw.pdf
https://salkhordeh.de/publication/trace-pdsw/trace-pdsw.pdf
https://salkhordeh.de/publication/trace-pdsw/trace-pdsw.pdf

Home Getting Involved Traces Upload

Vision

HPC 10 Analysis is a community effort aiming at fostering collaboration and improving knowledge of the 1I/0 aspects in HPC
applications. Our study aims at creating a shared and open-access database of the 1/0 performance of applications running on
different parallel 1/0 libraries and in different layers of the 1/0 stack.

Dealing with large HPC applications on modern infrastructures has become a challenge for most of organizations. This is especially
acute for the 1/0 stack. However, the complexity and heterogeneity of today's scientific and HPC applications make this study
challenging. The challenge arises from the different hardware availability and the applications-specific instrumentation efforts;
therefore, existing analyses are limited to a few hardware settings and a specific family of applications. An in-depth understanding
of 1/0 characteristics and requirements of different varieties of HPC applications, such as metadata operations and 1/0 access
patterns., is crucial for designing efficient storage and 1/0 solutions.

The study's comprehensiveness can benefit the whole community of researchers to analyze and spot 1/0 bottlenecks and further
design more efficient system software.

HPC 10 Analysis propose to upload I/0 traces and will provide in return an analysis. Both the trace and the analysis are made
publicly available. Thus, all uploaded data will have to comply with the Creative Common License.

Refer to our wiki for an introduction on getting the traces.

Latest Traces
Application Workload Family Institute Cluster/TOP500 10 Library Checkpointing MPI Ranks Actions
DisCoTec, Scientific
commit Burst. Binary MPI-10 Computing. HAWK MPIIO False 131072 DETAILS
e8fad8ae Uni Stuttgart
DisCoTec. Scientific
commit Burst, Binary MPI-10 Computing. HAWK MPIIO False 131072 DETAILS
e8fad8ae Uni Stuttgart



HPCIO
ANALYSIS

Home

Getting Involved

Traces

Upload

Detailed information about 65ae57535a23735e2d48cdb0

General Information

Submitter:
Author List:

Application Name:

Cluster or Top 500:
Institute:

DOI:

DARSHAN FILE

Theresa Pollinger.
Philipp Offenhauser

e8fadB8ae
HAWK

Scientific
Computing. Uni
Stuttgart

N/A

Workload characteristics

Application/Workload Burst, Binary MPI-10

Family:
Application Link:
1/0 Library:
Checkpointing:

Application Size or
Link:

Additional
Information:

https://github.com/SGpp/|

MPIIO
No
https://darus.uni-

Jobs/environmental information

Number of Ranks:
Runtime:
Slurm Parameters:

stuttgart.de/privateurl.xht

token=cc65b76d-
7d2b-4e43-92f3-
c0836587364d
(private access
token, dataset will be
published after
paper is accepted)

striping: 40, num
files: 8. With these
tests, we
investigated the
influence of
overstriping (the 80
stripes case vs the
normal striping at
40), and the number
of files written (1 vs.
8vs. 32)

131072
4 minutes

cf. DaRUS repository
(PBS parameters)

1/0 Overview
Reads: 8772
Writes: 561484
Opens: 541588
Stats: 0
Mmaps: 0
Seeks: 16384
Fsync: 0

DARSHAN SUMMARY



O dan

Total Number of Operations

(O Total (POSIX+STDIO) @ POSIX O MPI (O STDIO @ Total (POSIX+STDIO) O POSIX O MPI O STDIO

Read/Write Histogram

A COMPANY

600,000 400,000
500,000 300,000
400,000 200,000
300,000 100,000
200,000 0 g . . : . : - §
100,000 c,:\‘:"’Q ~ < \05[- \g‘é \}p“ .\@} »\@\} \}‘\0 &
g 3 - - "~ '94‘- "\@ N bﬁs \@!" '\QP
Read Write Open Stat Mmap Sync Fsync
[ oonn.oom | [ conuooom |
1/0 Volume
(O Total (PQIFX+STDIO) O POSIX @ MPI O 10

O Total @ Read @ Write

931.
745.06 GB
558.79 GB
372.53 GB
186.26 GB
0 Bytes -

. Illl-
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
Timeslot

DOWNLOAD DATA

34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74

)N 2024



O dan

‘A COMPANY

Total Number of Operations Read/Write Histogram
@Total (POSIX+STDIO) @ POSIX (O MPI () STDIO @ Total (POSIX+STDIO) O POSIX (O MPI (O STDIO

600,000 400,000

500,000 300,000

400,000 200,000

300,000 100,000

200,000 0 - = i ) ‘ ) [
100,000 U\é’ Q’\'\ 4_;\“ ,\é‘b 4_!\‘!' \s‘s _»§ ,\@‘!‘ ‘g\c’ &

R = & &> A B & &

Read Write Open Stat Mmap Sync Fsync &

DOWNLOAD DATA DOWNLOAD DATA

1/0 Volume

otal (POSIX+STDIO) O POSIX @ MPI (O STO
Jotal @ Read O Write

1.64 1B
1.36 TB

1.09TB

838.19 GB

558.79 GB

279.40 GB I I l
0 Bytes : T T T — r—

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 ‘13,6 'Iz.E{ 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74
Imesiol

DOWNLOAD DATA

)N 2024



o don "'HE Al DATA COMPANY

@ Total (POSIX+STDIO) O POSIX O MPI O STDIO
@ Total O Read (O Write

I/O Size

1273 TB

10.91TB

L T
7.28TB
546 TB
364 TB
1.82TB

0 Bytes
yteo

6047 12094 18141 24188 30235 36282 42329 48376 54423 60470 66517 72564 78611 84658 90705 96752 102799 108846 114893 120940 126987
Top (x) ranks

DOWNLOAD DATA

Heatmap

O Total (POSIX+STDIO) O POSIX @ MPI O STDIO
@ Normal (O Logarithmic
(O Total O Read @ Write
I

Rankslot 0 Byles 6.70 GB

187
170
153
136
19

0 —

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74
Runtime (%)

DOWNLOAD DATA




O daon

Drishti Analysis
@4 critical issue(s) 4 2warning(s) @15 recommendation(s)

Metadata Insights

+ [PO1] Application is write operation intensive (98.37% writes vs. 1.63% reads)
» [P0O8] Application issues a high number (99.93%) of misaligned file requests
» Recommendations

» Consider aligning the requests to the file system block boundaries
Operation Insights.
» [PO5] Application issues a high number (524288) of small write requests (i.e., < IMB) which represents 98.84% of all write requests
» Recommendations
» Consider buffering write operations into larger more contiguous ones
» Since the application already uses MPI-I0, consider using collective 1/0 calls (e.g. MPI_File_write_all() or MPI_File_write_at_all()) to aggregate requests into larger ones
»+ [P12] Application mostly uses consecutive (5.72%) and sequential (93.14%) read requests
» [P14] Application mostly uses consecutive (0.00%) and sequential (99.95%) write requests
» [P21] Detected write imbalance when accessing 256 individual files
» Load imbalance of 49.78% detected while accessing "1358049613"
» Load imbalance of 50.00% detected while accessing "1232763782"
+ Load imbalance of 61.26% detected while accessing "1387466476"
» Load imbalance of 61.26% detected while accessing "2209925201"
» Load imbalance of 32.48% detected while accessing "3164901129"
» Load imbalance of 49.78% detected while accessing "1558704150"
+ Load imbalance of 61.41% detected while accessing "4288096448"
» Load imbalance of 61.41% detected while accessing "151881144"
» Load imbalance of 50.00% detected while accessing "2247748081"
» Load imbalance of 32.48% detected while accessing "3181359701"
» Load imbalance of 49.78% detected while accessing "1124285698"
+ Load imbalance of 61.26% detected while accessing "4209081358"
»+ Load imbalance of 49.78% detected while accessing "4147232947"
» Load imbalance of 49.78% detected while accessing "1022267489"
» Load imbalance of 49.78% detected while accessing "1591958127"
» Load imbalance of 49.78% detected while accessing "122752989"
+ Load imbalance of 32.48% detected while accessing "1308684948"
v | oad imbalance af 50 00% detected while acceceing "21Z20Z20044A™

- Al DATA COMPANY



HPC 10 Analysis Needs
O dan Voull

Algorithms are mostly optimized for compute
oBetter exposition of /0 patterns will eventually
lead to better applications
End-Users do no to fully grasp the impact of
their parameterization
oData volume is not the only, and not the most
important, explanatory variable
Sys. Admin will have more detailed information
o Configuration of the system

Vendor use public data to design their storage
solutions

JOIN THE 10 INITIATIVE




0 don Machine Learning is Write and Read Intensive.. ..

Average Number of Calls per Job

- Analysis of over 23,000 Machine Learning Jobs

*  “Most ML jobs are perceived to be read-intensive
with a lot of small reads while a few ML jobs also
perform small writes.”

Small
*  “Ourstudy showed that ML workloads generate a
large number of small file reads and writes...”
Read
S

<1IMRead m 1-10MRead = 10-100M Read = 100M-1G Read = >1G Read

= <1MWrite = 1-10M Write = 10-100M Write = 100M-1G Write = >1G Write

023 Characterizing Machine Learning |/O Workloads on Leadership Scale HPC Systems
https://arnabkrpaul.github.io/publications/mascots21.pdf



O dan

DDN Accelerates the Thousands of Checkpoints Needed in Al

Prediction Accuracy - Improve accuracy by lowering learning rate from a
checkpoint

Multi-System Training - continue training model across different nodes or
clusters/cloud

Transfer Learning - if goals change, start afresh from a checkpoint
Better Fine Tuning - pick out less trained states to restart new experiments

Early Stopping - For large models, without sufficient regularization, the
erroron the evaluation dataset can start to increase.

- need to go back and export the model that had the best
validation error.

Error

Stop training
here!

Number of Epochs



O ddn Checkpoints is intrinsic to Deep Learning Training

Non-linear convergence - local minimum exist where the
next epoch degrades accuracy but on the long run accuracy
can still be improved

Over-fitting to detect Sweet-Spot - some overfitting is
mandatory to ensure that the global minimal has been
reached

Rolling-back to the Global minimum - once the detectio
of the global minimum has been assessed, rolling back to
correct model state requires parsing the checkpoint history

- Error

Stop training: isita
local minimum or the

Number of Epochs



O dan

Optimizing Multi-Epoch Training Convntiony)

GPU

Each phase readssame data from network

* Without DDN Hot Nodes technology, Multi-Epoch Training | T /\'

' NET)

consumes storage and network bandwidth with every GPU - )
systems repeatedly pulling data. | |

. / CcPU : | \
« With DDN Hot Nodes, we automatically cache data sets on v ( \ l

internal NVMe devices, freeing the network and storage from Second phase reads at 2

load and accelerating the whole training process ‘0 s e I

1 [ ]
‘5 \ [
\ First phase caches data from
A \ network to node local NVMe

HOT NODES



O Jddn MLPerf Storage for Al Workloads MPANY

MLPerf Storage targets Al Gommon e H

* Address the loophole of Al MLPerf Storage Working Group
* Alis complicated
- Field is constant evolution S —
From read driven to write driven purp(,se R
- Out of core aspect
* Training and inference subtleties N —

Training is extremely expensive



O don wmLPerf Storage v2.0 - Workloads for training

Measures how fast storage systems can supply training data when
a model is being trained.

MLPerf Storage emulates GPU performance, specifically assessing
the 1/0 components of Al training protocols.

A sleep() function is called to simulate the compute part. No real
GPU is needed.

I I I

# submissions

# submitters 5 17 ~30

0O don



O ddn MLPerf Storage v2.0 - Workloads for training

)

&)}

(] ML Training [l ML Evaluation [J] Disk I/O Read [] In-memory Read Bl GPU ) g

=

100% Real image segmentation workload. 100% MLPerf Storage image segmentation workload. % g;\; %

. S =
=28

(]

5 = I
9 N O
0% 30 60 90 120 0% 30 60 90 120 &5 =
Time (minutes) Time (minutes) 46 g 8
e | S E
acoass. | I[N T T RRCTE T AT TSR YRR | HIIREE ) S 28
S
ML 1 | o BEE Il § 5 S
0 30 60 90 120 0 30 60 90 120 Lt 8 @)

Time (minutes)

Problem

Image segmentation

Vision 3D U-Net

(medical)
Vision Image classification ResNet-50

parameter

Scientific = Cosmology

prediction

Data
Loader

PyTorch

TensorFlow

TensorFiow

Time (minutes)

Dataset seed

KiTS 19 (140MB/sample)

ImageNet (150KB/sample)

CosmoFlow N-body siriulation

(2MB/sample)

Minimum
AU%

90%

90%

70%

EuroSys, May 8th, 2023



O ddn MLPerf™ Storage v2.0 - Comparison w/ X2T (throughput) Al DATA COMPANY

* Multi. Host - CLOSED

Training Unet3D Cosmoflow | Resnet50 Higher is better - Read Throughput
H100 (GB/s) (GB/S) (GB/S) Multiple nodes - Training

X2T (v1.0) 103

X3 (v2.0) 123 114 71

Performance improvement due to better appliance throughput:

Performance improvement due to better tunings: Unet3D H100 Resnet50 Cosmoflow Appliance
- Leveragelogs from v1.0 from YanRong/other submitters for MLPerf Storage H100 H100 MAX
tunings Throughput

- Zero lustre preload (important improvement for epoch 0)

- RPC_In_flight=1/client (latency limited workload) MEQTMERerfvL.0 (GB/s)  MX3 MEBeriEe e

The MLPerf* name and logo are trademarks of MLCommons

o ddn’ D N 2024 Association in the United States and other countries. All

rights reserved.



Energy and Performance



Q ddn Performance and Power: looking from the PDUs

Grafana Home : Dashboards » Bjoern > PC Signin

Export ~ Share ~

@ Lastihour v @ 3 Refresh ~
Dashboards
~ Cord

Input Cord Energy input Cord Energy (over time)

Overall Left-Back-sec Right-Back-pri 55.5 MWh o Loft-Back-sec  53.5MWh  55.3 MWh

108 MWh 5 55 MWh 5 2 9 MWh 55 MWh == Right-Back-prl 520 MWh 52.0 MWh
54.5 MWh

InputCordEnergy delta 54 MWh

53.5 MWh
Rack01-Left Rack01-Right Rack01-Sum

5.62kwn  5.52iwh  1115kwn R

14:05 14:10 14:15 14:20 14:25 14:36 14:40 14:4

Input Cord Active Power
N
= Left-Back-sec S57ZkW SOTKW G70kW 574kW
B.50 KW b Lefi-Back-sec 572kW S07KW G70kN  574kW
= Right-Back-pri 553kW 4BBKW G.51KW  5.56kW

: 'm lH[IH]H ‘E v

6.50 kW

Input Cord Power Factor




o ddn Performance and Power: I/O Pattern impact

Outlet Active Power ()

1/0 pattern idle Peak Power BW IOPS
Power (Watt) (GB/s)
(Watt)
Write sequential | 430 564 40 10K
4M
Write sequential | 430 565 35 |9260K
4KB
Write Random 430 470 1.2 320K
Write 4BK
Write Single 430 470 0.03 | 7500
Shared File
Random 4KB
Read sequential | 430 510 48 12K
4M
Read sequential | 430 510 25 6.5M
4k
Read Random 4k | 430 455 1.7 430K




o ddn Performance and Power: the Whole Picture

Power reading in Watts
4000

ﬁ_LULWW' m M« i "Wﬁ il WM W Wm i ’!mW\“‘WfﬂW"{WT""'F‘*'Y”'M

2000

1000

L

0
10/28 12:00 10/28 18:00 10/28 00:00 10/29 06:00 10/29 12:00 10/29 18:00 10/30 00:00 10/30 06:00
== |ux-sl-pcabdd-rmi.be.gc.onl Pwr Consumption

8-A100 GPU node. Courtesy of G-CORE lab
NVIDIA Reference architecture: 64 GPU per Storage appliance
GPU 16-24KW
Storage 0.8 to 1.3 KW

Fast storage saved 8KW on storage, and save 1.7TMW of GPU



o ddn Performance and Power: the Whole Picture COMPANY

Fast storage: 40 GB/s write
Standard storage: 10 GB/s write

5%
4%
4%
3%
3%
2%
2%
1%
1%
0%

time overhead (hourly checkpoint)

Fast storage ES400NVX2

Standard Storage

1.40E+04
1.20E+04
1.00E+04
8.00E+03
6.00E+03
4.00E+03
2.00E+03
0.00E+00

Checkpointing (e.g., Adam, most common for large models):
176 billion parameters * 2 (moments) * 4 bytes/moment (FP32) = 1408 GB (1.408 TB)

2024

Energy surconsumption (Watt) Storage
only

Fast storage ES400NVX2 Standard Storage



Data and Metadata



Oddn Data and Metadata

Metadata : data describing data
. data attributed (and extended attribute)

— Size, user access rights, date of modification (Is —I)

I= pointer (does not allow to locate data on the storage system)

Metadata are at the core of the scalability challenge
— metadata are accessed frequently and massively, e.g. /s —l in a directory

with many file. No data access but many metadata accesses

41/



O ddn Blurring Borders: Metadata & Data o coveany

« Al Datatend to be metadata heavy
o Every frame of an autonomous car is
annotated by 100s of metadata
* Metadata allow to structure the Data-lake
o Prevent Data-lake to turn in Data-Swamp
* Query-able Metadata: Data-LakeHouse
o Data Lake + Data Warehouse

N 2024



© ddn Fast Object Listing + SQL = Dataset selection

Listing Performance (1 Bucket)

700,000
-- Satellite images by time range DDN is 100x faster
Sql> SELECT * FROM Copernicus WHERE date >= '2025-01-01' AND 600,000
date < '2025-02-02';

500,000
-— Satellite images for a given area and time range 2
Sql> SELECT * FROM Copernicus WHERE date >= '2025-01-01' AND S
date < '2025-02-02' AND latitude BETWEEN min_latitude AND @ 400,000
max_latitude AND longitude BETWEEN min_longitude AND 8_
max_longitude; §33OQ000
-— Satellite images for a given area and time range and g
a specific feature 200,000
Sql> SELECT * FROM Copernicus WHERE date >= '2025-01-01' AND
date < '2025-02-02' AND latitude BETWEEN min_latitude AND 100.000

max_latitude AND longitude BETWEEN min_longitude AND
max_longitude AND water body presence > 0.85;

— . Tworker T0workers 100 workers

© don infinia AWS



ubuntu@ip-172-31-31-36:~5 WAEEMtSIss List million --max-keys 5000 --perf --expected-objects 1000@0d]

O dan infinia

ol D D N | -F' ubuntu@ip-172-31-31-36: ~ Q

WS S3 Express One Zone

ubuntu@ip-172-31-31-36:~$ ./go-s3-tests list million--usel-az4--x-s3 --use-vhost --max-keys 5000 --perf --expected-objects 1060000.

AWS S3
Express



Latency
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Odan Technologies tend to stack

SUPER FAST
SUPER EXPENSIVE
TINY CAPACITY

FASTER
EXPENSIVE
SMALL CAPACITY

EDO, SD-RAM, DDR-SDRAM, RD-RAM PHYSICAL MEMORY FAST
PRICED REASONABLY
and More... AVERAGE CAPACITY

SOLID STATE MEMORY GE SPEE

VERA
PRDC!D REASONABLY
AVERAGE CAPACITY

Mechanical Hard Drives VIRTUAL MEMORY SLow

CHEAP
LARGE CAPACTITY

A Simplified Computer Memory Hierarchy
Ilustration: Ryan J. Leng

©2023 46



Oddn  Key Performance metrics: devices

Bandwidth

Latency

Capacity

Price

0.2 GB/s 8 GB/s
4 ms 0.02ms
22 TB 60 TB (QLC)

$14.3/7TB $50/TB



o M t of h
don  call Stack Management of merary cache

/ protocol

" Programme % m
de I'espace de I'espace S
ilisateur tilisateur Cé}' nt |3
s
| ibrairie (ex : C 1 E
Niveaux : 2
considérés : Appels systémes (open, rga;d, write, etc.) g
‘IL
1.VES & Systéme de fichiers virtuel (VFS)
g
m
2. FFS g
o
3
3. Pilote Pilote NAND : Memory Techno s
4. Flash

48/ Source: P. Olivier et J. Boukhobza



Oddn  overhead associated to Call Stack

» Gestion du stockage : pile d'appels

Acces applicatif Retour appel sys.
@1:1 Ex : read()
"‘-g_ vfs_read() Niveau VFS
E jffs2_readpage() Y - Niveau FFS
g mtd_read() 0 > Niveau Pilote
E Lecture en flash Miveau Flash

Temps d'exécution(ou énergie cunscmmée}'

Source: P. Olivier et J. Boukhobza



o ddn COMPANY

25X Faster Response Times for Data Access

« Rapid data retrieval, enables
real-time interactions critical Time to First Byte (Lower is Better)
for RAG apps v

120

 Enhanced User Experience:
empowers seamless, high- i
performance workflows,
improving end-user o
satisfaction and business . QJddn
OUtCOmeS Infinia Competition

© ddn infinia

25x lower
2 latency
40

12024



O ddrsmall Object is latency driven DATA COMPANY

Create Rates

25000 o ddn

* DDN Infinia running on Public

N
o
o
o
o

° 8X
Cloud outpaces Native Object 7.0 15
Storage for the most common 2 10000
operations £ sooo .
. I
Oddf‘l Delete Rates
20000
g 15000
%)_ 10000 q
% 5000
° Pl
Infinia (12xEC2) AWS S3 Express One Aws S3

)DN 2024



From Applications to
Workflows



Oddn  What does the End-to-end data journey involve?

Example: Life Sciences - Drug Discovery Application

CAPTURE PREPARATION PROCESS ANALYZE ARCHIVE

]
]

i

Millions of digital Cleansing and Model training Examine & Store data for
images captured labeling of data Computation and Explore results long-term
analysis for action compliance

End-to-end data journey



Al data life cycle goes beyond training
O don Al DATA COMPANY

Load tokens and images foreach Load model into GPU prior to start Save model to persistent storage for
training Epoch and restart many reasons

% of time that can be consumed | |

by data movement Up to 60% Up to 5% Up to 43%
Lt It N i\
Ingest/Data Prep Data Load Model Load Training Model Distribution
| )
T
Distributed
Training

DDN 2024



O dan

Optimizing Multi-Epoch Training Convntiony)

GPU

Each phase readssame data from network

* Without DDN Hot Nodes technology, Multi-Epoch Training | T /\'

' NET)

consumes storage and network bandwidth with every GPU - )
systems repeatedly pulling data. | |

. / CcPU : | \
« With DDN Hot Nodes, we automatically cache data sets on v ( \ l

internal NVMe devices, freeing the network and storage from Second phase reads at 2

load and accelerating the whole training process ‘0 s e I

1 [ ]
‘5 \ [
\ First phase caches data from
A \ network to node local NVMe

HOT NODES



Oodmor Workflows 1/2

 NEtCDF file

)

Example - |
training dataset | "< 5236 |
NetCdF file EOPatch

T p—
B T

‘ 5 >3 r > - - 5
= = 3 T ‘33| 2

1ift file

| P
e g 4

l sceeeo

SKIPPED STEP:
Not Resunet-a compalible wath
starting images of size 256x256)

Sampled EOPatch

§ Pacchier{i+

1)

Chunk

= = Chumk{1}

Dataset

Ready for training

Each Stage has its own arithmetic intensity

2024




Qogg&odel for Coarse Grain Characterization

Intrinsic Application Characteristics

ODN 2024

Attainable performance
GFlops/sec

128

D
B

w
N

-y
(=]

o]

DATA COMPANY

Application + Platform Characteristics

Peak single
precision performance

®

Without SIMD
instructions

Without ILP

14 12 1 2 4 8 16 32

Flop/DRAM byte ratio
(Numeric intensity)

(nweuc ipauigh)



( Number of parallel tasks
Bytes_sys / Peak sys GB/s

O)ddﬂor Workflows 2/2
Number of parallel tasks

Ding, Nan, Brian Austin, Yang Liu, Neil Mehta, Steven Farrell, TPS < min ¢ Bytes_node / Peak node GB/s
Johannes P. Blaschke, Leonid Oliker, Hai Ah Nam, Nicholas J. Wright — Number of parallel tasks
and Samuel Williams. Flops_node / Peak node TFLOPS

"A Workflow Roofline Model for End-to-End Workflow Performance Analysis."  other ceilings not subjected to the above
SC24, https://crd.lbl.gov/assets/Uploads/Workflow_roofline-6.pdf

Tursa 1x A100-40 Workflow Roofline Model For CosyMAML Training

103 4
Read bytes over time per size operation, DDFacet, job 2633 E ili =
Ran on big dataset until cux\p\ered Wllrh slpngu\anryp:ontamer, ims\ze:lﬂmoc with tierl-minimal.cfg fu TR H _B_M_(;e_”Lng___‘12_6a0_5_t§§k_51{§§c_ ___________________________________
With return line 1317 in pipeline.py
— 4K read ]
— 8K read ™M 107 A
500000 { === 16K read 3
32K read
— 64K read 1 -
— 128K reac 10! Fmmm e GPU Mem Ceiling = 9.17 tasks/sec__ _____ ___ o ____
256K read 3
512K read ] e
soango | e — S IR systew perfornance bound (0 imitedd) = 2,04 kSISl oy — - == = -
4M read haﬁ; 10" 4 1
8M read __u_n_ 3 1 -_—
16M read A 1 1 o
= ] 1 H
[}
2 300000 i© 1072 4 [ E
2 (- E [} =
g - ] 1 i
& > [} ™
5 =3 1 ! &
H £ 1p-2 4 1 o
: g3 i £
] |
200000
e I b
= 1 [ 2
- |
= 1073 E H %)
1 |
16M 1
100000 1 :
1074 |
aK E I
M i
r_"_/_’_ = : I
- -5 J Node bound ' bound
1072 4 1
o —met——= - ; .
1 1
o 5000 10000 15000 20000 25000 30000 35000 T L RN T T L AR — \I|||||| T
.
e 1074 1072 102 1071 100 101 102 107
Number of Parallel Tasks
n"
024

Lustre job stats Stage roofline



Upcoming I/O Patterns:
Inference



Odon Aday in the life of a Prompt

Query 1

Response 1

Return

4-—-—————————————

Y & ChatGPT 4o ~ &, Share

What is a GPU?

A GPU (Graphics Processing Unit) is a specialized processor designed to accelerate

graphics rendering and parallel computations.

IPANY

PLUS



O dan

Transformer Workflow - Tokens >> Prefill >> Decode >>Qutput

Autoregressive process that generates each token based on previous Tokens.

PrefFill Decode

Compute bound Memory Bound

A 4

E
. TI|T|[T||T
S
A

LLM Weights

De-ToKenizer

_J/

ﬁ (
S
Prompt <
N
(o]
}_
System 13718 | 480 14567 | 827 14567
Prompt
User What | Is A GPU ?
Prompt 4827 382 261 47969 | 3901

Process the entire input sequence
toinitialize the KV cache for
efficient autoregressive decoding.

L > Output

”A”, ”GPU”, n («’ “GraphiCS”,
"Processing”, "Unit)”, "is”, "a,

"specialized”, "processor”,
"designed”, "to","accelerate"



o ddn  Whatis a KV cache?

A memory mechanism inside LLMs that stores Key (K) and
Value (V) representations of previous tokens.

T1 | T2

Why It Matters— Helps with Token Generation. Captures the Computation - semantics, position, attributes
* Autoregressive decoding, every new token depends on previous ones.
* Prevents precomputation of all past tokens, making token generation much faster and more efficient.

Key Challenge:
*Memory-Hungry - Grows sequence length and batch size.
*Primary Consumer of GPU memory



o don Al DATA COMPANY

SLAs under consideration

E2E Latency

Time to Generate I I

First Token (TTFT)

v

P
<«

4-11!}

Input sequence length * Timeit takes for the model to * Inter-token Latency (ITL) is an average time LLM generates output
of tokens (ISL) are fed generate the first token after between output tokens. sequence length (OSL)
into a model. receiving a request. Prefill. of tokensoneata
e Critical when full response has to be processed time.
* Compute-bound further: guardrails, tool calling, Agent Calling

*  Memory-bound

DDN 2024



O ddn GPUMemory gets filled up past Al DATA COMPANY

NVIDIAH100 - 80 GB of Memory

Memory Profile - 4 Users, Small Query, small (
model, Quantized
Filli fast!!
Batch Size Model Memory KV Cache Total KV Cache % of L
(GB) Memory (GB) Memory Total
(GB)
1 14 4 18 22.2%
2 14 8 22 36.4%
3 14 12 26 46.2%
Memory for Model (14GB)
4 14 16 30 53.3% Llama3.2-7B

Batch Size=4, Seq Len - 2048

DDN 2024



O dan

Infinia’s Low Latency KV Architecture Make it Ideal for Managing Distributed KV Securely

Feature How Infinia Helps

Disaggregated Cache Infinia stores and serves the cache across GPUs

Parallel Access Multiple GPUs can read/write to the cache simultaneously
Low Latency NVMe-oF ensures fast access to cached data

Scalable Infinia scales horizontally and vertically

Fault Tolerance KV cache state persists even if GPUs fail

Efficient Caching Tiered storage keeps "hot" data close to GPUs



o don THE Al DATA COMPANY

DDN Infinia KVCache Acceleration for Inference

WITH OTHERS WITH DDN

)’
A’
\'
N
dm - i . \'
l lnlo \
r ‘ \
N
N
A
N
\Y
A
\!
'
\

Dynamo Distributed KV
Cache Manager

Offloading KV Cache to

P tn

Shared Network
Storage

© DDN 2024




O dan

ANY
2. Models are bigger, wider context window & Attention Heads - More GPU memory and KV Cache Size
Model Name | Organization Year Model Size |# Parameters| Context # Attention
Introduced (B) Window Heads
(tokens)

GPT-4 Turbo OpenAl Late 2023 Large ~1,000* 128,000 96* (est.)
Gemini 1.5 Pro Google 2024 Large Undisclosed*| 1,000,000+ | Undisclosed
Claude 3 Opus| Anthropic 2024 Large Undisclosed* 200,000 Undisclosed

Llama 3 70B Meta 2024 70B 70 8,192 64

Mistral Large | Mistral Al 2024 Large Undisclosed* 32,000 Undisclosed

Yi-34B 01.Al Late 2023 34B 34 32,000 52

Qwen272B Alibaba 2024 72B 12 128,000 12

DBRX Databricks 2024 132B 132 32,000 96

024




	Intro
	Slide 1: Data and  Performance
	Slide 2: Who are we?
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7: Why do we matter?
	Slide 8
	Slide 9: DDN AI400X3. NEXT-LEVEL AI DATA PLATFORM 
	Slide 10
	Slide 11: Power Consumption Breakdown (PUE=1.25)
	Slide 12
	Slide 13: Community Knowledge
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33: MLPerf Storage v2.0  - Workloads for training
	Slide 34: MLPerfTM Storage v2.0 – Comparison w/ X2T (throughput) 
	Slide 35: Energy and Performance
	Slide 36: Performance and Power: looking from the PDUs
	Slide 37: Performance and Power: I/O Pattern impact
	Slide 38: Performance and Power: the Whole Picture
	Slide 39: Performance and Power: the Whole Picture
	Slide 40: Data and Metadata
	Slide 41
	Slide 42
	Slide 43: Fast Object Listing + SQL = Dataset selection
	Slide 44
	Slide 45: Latency
	Slide 46: Technologies tend to stack
	Slide 47
	Slide 48
	Slide 49
	Slide 50: 25X Faster Response Times for Data Access
	Slide 51: Small Object is latency driven
	Slide 52: From Applications to Workflows
	Slide 53
	Slide 54: AI data life cycle goes beyond training
	Slide 55
	Slide 56: Roof line for Workflows 1/2
	Slide 57: Roofline model for Coarse Grain Characterization
	Slide 58: Roof line for Workflows 2/2
	Slide 59: Upcoming I/O Patterns: Inference
	Slide 60: A day in the life of a Prompt
	Slide 61: Transformer Workflow – Tokens >> Prefill >> Decode >> Output
	Slide 62
	Slide 63: SLAs under consideration
	Slide 64
	Slide 65: Infinia’s Low Latency KV Architecture Make it Ideal for Managing Distributed KV Securely
	Slide 66: DDN Infinia KVCache Acceleration for Inference
	Slide 67: 2. Models are bigger,  wider context window & Attention Heads  – More GPU memory and KV Cache Size 


